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Entering Module 3: Modern Probabilistic AI
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• Outstanding graded material:
• Exam (20%, grades TBD)
• Project midterm report (5%, 4/11)
• Project presentation (5%, 4/31, 5/1)

• Sign up here!
• Project final report (15%, 5/5)
• Extra credit (3%, sign-up)

• Module 3:
• Papers > Textbooks

https://docs.google.com/spreadsheets/d/1ZRhn7_ESWGQRcdXahAdlHdoAW1gGG5UZbM98teQQpfY/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1-Mj0MwkSxidVe-HfnMZyUIk4N8cwMeuGzEYTrgDjKqk/edit?usp=sharing


A note on research papers
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How we imagine 
research papers:

How research papers 
actually are:

Holes big 
enough to 
drive a car 
through!



A note on research papers à let’s be optimists.
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papers



Deep Learning from a GM 
Perspective



History - Motivation
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1973 – Pres. 
Gerald Ford 
viewing computer 
translation



A brief history of AI
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[Toosi et al 2021]

https://linkinghub.elsevier.com/retrieve/pii/S1556859821000535
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A brief history of AI
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[Toosi et al 2021]

https://linkinghub.elsevier.com/retrieve/pii/S1556859821000535


From biological neuron to artificial neuron
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• McCulloch & Pitts neuron – Threshold only

Warren McCulloch Walter Pitts



From biological neuron to artificial neuron
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• McCulloch & Pitts 
neuron –
Threshold only
• Can represent 

“AND”, “OR”
• But not “NOT”, 

“XOR”

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

𝑋!

𝑋"

𝑂𝑢𝑡𝑝𝑢𝑡



Perceptrons generalize MP neurons
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Weighting! Activation 
function



Perceptrons generalize MP neurons
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• Consider regression problem f: XàY for scalar Y
• Let 𝑌 ∼ 𝑁(𝑓 𝑥 , Σ!)
• Then argmax" log∏# 𝑃(𝑦# ∣ 𝑥#; 𝑤) = argmin" ∑#

$
!
𝑦# − 𝑓 𝑥#; 𝑤

!

Weighting! Activation 
function



Perceptron learning algorithm
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• Recall the nice property of sigmoid: 



Can a Perceptron represent XOR?
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• No!
• If there were, then there would be constants 𝑤! and 𝑤" such that:

• When 𝑥$ = 𝑥!, then 𝜎(𝑤$𝑥$ + 𝑤!𝑥!) < 𝜃
• When 𝑥$ ≠ 𝑥!, then 𝜎(𝑤$𝑥$ + 𝑤!𝑥!) ≥ 𝜃
• Let 𝑥$ = 1, 𝑥! = 0

• Eq. 1 : 𝜎(w$) ≥ 𝜃
• Let 𝑥$ = 0, 𝑥! = 1

• Eq. (2): 𝜎(w!) ≥ 𝜃

Weighting!

• Let 𝑥$ = 1, 𝑥! = 1:
• Eq. (3): 𝜎(𝑤$ + 𝑤!) < 𝜃

Eq. (1) + Eq. (2) contradicts Eq. (3)

Activation 
function



An XOR Logic Gate
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Multi-layer Perceptron?

https://byjus.com/jee/basic-logic-
gates/



Neural Network Model (MLP)
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“Combined Logistic Models”…
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“Combined Logistic Models”…
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“Combined Logistic Models”…

Ben Lengerich © University of Wisconsin-Madison 2025



…But no target for hidden units
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Backpropagation
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• Neural networks are function compositions that can be 
represented as computation graphs:

:

1
2

3

4
5

Input
variables

x f (x )
Outputs

Intermediate 
computations

• By applying the chain rule, and working in reverse order, we get:



Model building blocks
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Model building blocks
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Model building blocks
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Model building blocks
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Using DNNs for hierarchical representations
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Graphical models vs Deep nets
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Graphical models vs Deep nets

Ben Lengerich © University of Wisconsin-Madison 2025



Graphical models vs Deep nets
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Graphical models vs Deep nets
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Sometimes nets are proposed as true GMs:
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Restricted Boltzmann Machines
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Restricted Boltzmann Machines
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Sigmoid Belief Networks
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RBMs are infinite belief networks (with tied weights)
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RBMs are infinite belief networks (with tied weights)
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Deep Belief networks: layer-wise pre-training
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NNs and GMs: Natural Complements

[Graves et al. 2013]
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NNs and GMs: Natural Complements

[Collobert & Weston 2011]
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Looking ahead



Questions?


