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Today
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• Attention
• Self-attention
• Transformers



The Attention Mechansism



Why Attention?
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• Consider machine translation:
• Do we really need the whole sequence to translate each word?
• Where is the library? à

• Donde esta la biblioteca?
• Where is the huge public library? à

• Donde esta la enorme biblioteca publica?

• Problem: RNNs compress all information into a fixed-length 
vector. Long-range dependencies are tricky.



Hard attention?
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• Make a zero-one decision about where to attend.
• Problem: Hard to train. Requires methods such as reinforcement 

learning

Lei et al 2016

Benefits: Interpretable?



Soft attention
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Soft attention
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Soft attention
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Monotonic attention
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Global Attention
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• Attend to a context vector
• Decoder captures global 

information, not just the 
information from one 
hidden state.
• Context vector takes all 

cells’ outputs as input and 
computes a probability 
distribution for each token 
the decoder wants to 
generate.



Local Attention
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• Compute a best aligned 
position first
• Then compute a context 

vector centered at that 
position



Example: RNN for Image Captioning
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RNN only looks at 
whole image 
once…but different 
parts of the image 
are important for 
different parts of 
the caption.



Example: Soft Attention for Image Captioning
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Example: Soft Attention for Image Captioning

Ben Lengerich © University of Wisconsin-Madison 2025



Example: Soft Attention for Image Captioning
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CNNs were an example of hard attention

Ben Lengerich © University of Wisconsin-Madison 2025



CNNs were an example of hard attention
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Multi-headed Attention

Ben Lengerich © University of Wisconsin-Madison 2025



Self-Attention



Self-Attention
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https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1194/slides/cs224n-2019-lecture14-transformers.pdf


Self-Attention
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Attention is cheap
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Vasvani “Self-Attention for Generative Models”

https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1194/slides/cs224n-2019-lecture14-transformers.pdf


The Transformer



The ”Transformer”
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The ”Transformer”
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Start with word embeddings…
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• Lookup table that 
translates words (or more 
formally ”tokens”) into 
continuous-valued 
“embeddings”
• Simplest form: random 

embeddings
• Slightly better: TF-IDF 

embeddings
• Many ways to improve 

pre-trained embeddings
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Start with word embeddings…
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3Blue1Brown “Attention in Transformers”

https://www.youtube.com/watch?v=eMlx5fFNoYc


Update embeddings by context
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3Blue1Brown “Attention in Transformers”

https://www.youtube.com/watch?v=eMlx5fFNoYc


The ”Transformer”: Encoder
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Vasvani “Self-Attention for Generative Models”

https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1194/slides/cs224n-2019-lecture14-transformers.pdf


The ”Transformer”: Decoder

Ben Lengerich © University of Wisconsin-Madison 2025

Vasvani “Self-Attention for Generative Models”

https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1194/slides/cs224n-2019-lecture14-transformers.pdf


Transformer Tricks
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But…
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Questions?


